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Abstract

The Internet is a system of interconnected networks involving an immense
and continuous flow of information. With the rapid proliferation of Inter-
net-connected devices, it is crucial for network security professionals to have
the necessary tools and software to assess cyber-risk, and protect their net-
works and systems. This study aims to extend All-packet Monitor (AMON), an
open-source framework for online monitoring and analysis of multi-gigabit
network streams developed by researchers at University of Michigan and
Merit Network (which operates Michigan's research and education network).
AMON allows operators to quickly visualize and diagnose attacks, and a pro-
totype has been already deployed at Merit Network, currently processing
10Gbps+ of live Internet traffic. In this study we are working on building new
AMON monitoring modules that could allow us to process DNS (Domain
Name System) traffic, aiming to identify malicious activity such as malware
propagation within a network. In particular, we are working on efficient visual-
ization tools that would help operators quickly identify the onset of such ac-
tivities.
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Figure 1: Merit backbone Figure 2 & 3: Recent network attacks

Merit is a academic internet service provider (ISP) that serves schools and
other non-profit organizations across Michigan. This study focuses on a spe-
cific type of internet traffic data sourced from Merit, namely, Domain Name
System (DNS) traffic. DNS is a vital component of internet infrastructure be-
cause it acts as the internet’s ‘address book’ allowing computers to translate
between human-understandable website domains like “www.google.com”
and computer-understandable IP Addresses like “10.2.8.8.” DNS’ impor-
tance makes it a prime target for attackers utilizing Denial of Service attacks
and botnets. One such attack recently occurred in October of 2016 when a
malware named Mirai was used to attack Dyn DNS servers bringing down
many popular websites like Spotify, Github, and Paypal for hours.
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Bot: An infected computer in the broader botnet,
controlled by the botmaster. Could be any device with an
internet connection.

Personal Computer Website (www.Google.com): Website servers can be
www.Google.com taken down if they receive too many requests at once.
Also known as a Distributed Denial of Service (DDoS)

attack.

Figure 4: DNS Figure 5: Botnet attack structure

Objectives

Develop an open source platform that will be broadly available to network
operators, and is based on inexpensive hardware. This is because
commercially available tools can be prohibitively expensive. It will also:

- Focus on real time, raw packet data.

- Detect malicious activity, such as botnets, which is the particular

aim of this study.
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Proposed Methodology for Intrusion Detection
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Conclusions & Future Work
Products Conclusion
Tools developed: - Different data structures are needed for different data types and purposes.
- Establish DNS collection infrastructure. - DNS data can be revealing, and we can learn many things about the network.
- Generate databricks given DNS traffic data, which is also - Anomaly detection associated with DNS traffic is difficult. Benign heavy hitters obscure the
able to filter based on different parameters such as query type, activity of potentially malicious attackers, and the data is not clean.
rcode, and number of heavy hitters. - Some future related work include further studies on DNS, as well as particularly on Internet
- Generate heavy hitter histogram. of Things devices.

- Identify heavy hitters.

- Data characterization/exploration. | | , . . .
Inf tion: Han Zhang, Manaf Gharaibeh, Spiros Thanasoulas, and Christos Papadopoulos. BotDigger: Detecting DGA Bots in a
ntormation. Single Network. January 2016.

- Documentation on format of traffic data. Kensuke Fukuda and John Heidemann. Detecting Malicious Activity with DNS Backscatter. October 2015.

- Visualization and StatlSt_ICS on certain tlme frames of interest. Michael Kallitsis, Stilian Stoev, Shrijita Bhattacharya, and George Michailidis. AMON: An Open Source Architecture for
- Documented insight gained from analyzing data. Online Monitoring, Statistical Analysis and Forensics of Multi-gigabit Streams. January 2016.

References:




